Sone Responses to the Critics of Al

Several objections have been nade to the notion of "artificia
intelligence." 1In this paper | will present the nobst ubiquitous of
t hese and show that they each seemto be problematic in sone way. |
shal | then sketch one positive argunent and present another positive
argunent for artificial intelligence that has been sonewhat ignored. A
conclusion will then be drawn based on the considerations discussed in
the present paper. O course, none of this entails that "artificia
intelligence" is at all possible, just that it hasn't been successfully
shown to be inmpossible. (Even the positive arguments are far from being
concl usive or conpletely persuasive. The primary role of this paper is

| argely negative.)

I amusing the definition of artificial intelligence1 (hereafter,
Al) as used by Douglas Hofstadter in Metamagi cal Themas: Questing for
the Essence of M nd and Pattern (Hofstadter 1985, pg. 631).

"- the belief that a programmed computer can, in principle be conscious. Various
synonymous phrases could be substituted for "be conscious” here, such as

* think;

* have a soul (in a humanistic sense rather than a religious sense);

* have an inner life;

* have semantics (as distinguished from "mere syntax”)

* have content (as distinguished from "mere form")

* be something it is like something to be (a weird phrase due to T. Nagel);

* have personhood; "

1 This paper is NOT about the so called "conputational theory of mind."
While this theory is interesting philosophically inits ow right, and
there is considerable overlap between the two subjects, they are not the
sane. Hence, in the interests of naking this paper manageable, | am not
dealing with it here. One can look at the two issues as "mirror inmages"
of each other. The computational theory of mind | ooks at to what extent
brains are |ike conventional conputing devices, and artificia
intelligence concerns itself with to what degree "intelligence" can be

i mparted to conputing devices.



This paper will be divided into 5 sections; the zeroth is a brief
note to the reader concerning sonme issues in conputer progranmning and
how they relate to this paper. The first section, which is the begi nning
of the paper proper, consists of a discussion of sone "naive" anti-Al
argunents. These argunents, while ubiquitous, do not address the
feasibility of the Al project(s) at all. Nevertheless, they are
i mportant because they set the stage for further devel opments of ny
position. The second section will consist of a series of biologically
flavoured argunents concerning all eged powers of the brain including
creativity and brain plasticity. The so-called "biological" argunents
will be wide ranging in rigor and sophistication. This explains why

there is a great variation in the kinds of answers in this section's

di scussions. Then, in the third section, will be found a discussion of

several mathematical argunments against Al. Fourthly, | will briefly

di scuss two positive argunents for Al, including one rather unique one

whi ch has recently cone to ny attention. | will then finish up (Section

IV) with a conclusion which will attenpt to draw everything up into a

reasonably clean little package.

Section 0: Note to the reader

I will be using Schene?, a smal |, wi del y-ported conputer
progranmm ng Ianguage3 to produce several sinple exanples of what | am
tal ki ng about in several places. | amaware that sone readers wll not
be faniliar with Scheme or with programing as a whole; | ask their
i ndul gence and provi de several references to starting progranmn ng and
Scheme in specific in the references section (see Chapnan 1991
Fri ednan, Wand, and Haynes 1996). In this paper, Schenme code will be in
9-point Geneva Bold and out put fromthe Schene interpreter will be ino9-
point Geneva. Var i ous nanmes of products are used throughout this paper; any
copyright, trademark, etc. is hereby acknow edged. Mention of a product

is not necessarily an endorsenent.

2 Scheme is an easier to understand dialect of LISP, the lingua franca
of Al.

31 could at this stage define conputer, program programing |anguage,
etc. but I will refrain fromdoing so to avoid poisoning the well for or
against nmy position. Definitions of sone of these will be invoked or

ref erenced and expl ai ned further on



Section |: "Naive" arqunments agai nst Al

One criticismof Al presented is that the field has been around
for 50 or so years and has not yet produced anything close to hunan
thinking. | agree conpletely; and further | think that sonme researchers
were/are too optimistic. However, this does not rule out the possibility
of Al. After all, natural selection took at |east three and one half
billion years to produce thinking in humans; we'd be arrogant4 to think
we could replicate it in fifty. Another way of |ooking at the issue is
to consider the case of flying nmachines; Leonardo devel oped pl ans for
flying machi nes centuries before one was built. No doubt he was
ridiculed for promising flying nachines, but they were eventually built.

In other words, the "50 year argunent" is a non sequitur

Sone have criticized Al by saying sonething like: "Al is
unexciting. Wiy do it anyway? Either it will work or it won't." | ask
t hese peopl e whether they think building airplanes was a waste; after
all, we can build flying nachines or we can't. Right? Well, it is true,
but m ssing sonething. Both Al and inventing flying nachines cone in
stages; further, the intelligence that Al is trying to duplicate comes
in degrees. (Again, just as flying ability conmes in degrees.)
Intelligence is not an either/or - consider worns, |obsters, cats,
el ephants, dol phins, chinpanzees, and so on. The intelligence (that is
the degree of variation in responses to their environnent, as well as
other factors) of other animals varies widely. As for it being
unexciting, so what? Not all research areas are interesting to al
peopl e; peopl e should do what they find interesting. And sone people

find Al interesting.

Anot her criticismof Al projects, particularly that of the fifth
generation project of the early 1980s in Japan, is that they are too
expensi ve and waste | arge suns of noney. | agree conpletely that the

fifth generation project was overly anbitious; however this does not

4 This does make some earlier Al researchers very much arrogant.
However, not all Al researchers are such, and even if they were, it
doesn't address the possibility of A at all.
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entail that noney shouldn't be spent on Al or that nothing came out of
the project. As pointed out in Downing and Covi ngton 1992, the fifth
generation project produced advances in parallel processing and |ogic

progranm ng, particularly using the progranm ng | anguage Prol og.

Anot her possible anti-Al argunent is that found in Bunge 1985.
Bunge suggests that even if we could build artificially intelligent
machi nes, we shoul d not because we want nachines that are useful and
hence do not nake nistakes or are otherwi se inperfect. This is a strange
position to hold; after all, everyone is aware that no nachi ne (and no
person) is perfect. Since an Al would of necessity have a different
background of experience, innate capacity, etc. obtained fromits hunan
creators and its own unique | ook at the environnent, its perspective
woul d be uni que, and nay provide insight into things in different ways.
This woul d be nuch |ike how conmuni cating with sonme sort of extra-
terrestrial being would be useful. Furthernore, it is useful to point
out that it appears the ability to commt errors is necessarily part of
intelligence in general. The ability to produce novelty al so neans one
nust "go wong" at |east sone of the tine. The upshot is that to have
nore sophisticated tools, one also nmust bring in nore chance for error
and m shap. An Al woul d/ could be naximally sophisticated as a "snart
tool", but this may nmean it woul d not desire to be (nmerely?) a tool

However, this does not bear on the possibility (as opposed to the
desirability) of Al.

A final criticismin this section | do not feel much obligation to
tal k about, but nevertheless will spend sone tinme on, is a dualistic or
imuaterialistic objection to Al. This would be Descartes' objection -
that it is inpossible to build an intelligent machi ne because there's
sonething i mmaterial, and hence ontologically different, in the donain
of human intelligence. There are actually two answers to this. |If there
is basically a "mracle" connecting mnd and body, then | agree, Al is

| i kely inpossibled. However, if one can study the mind at all (even if

5 To be entirely fair, one could inmgine that a god infuses an Al with
the deus ex machina at the appropriate tinme, but this is of course
irrelevant to our current discussion
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it isin an ontologically different category), it may still be possible
to instantiate or inplenent (whatever is necessary) this "new stuff"” in
a conputer. (This, being conpletely hypothetical, of necessity sounds

rather odd.) Depending on what this new "stuff" is, the way in which it

could interact with a computer would vary.

Section Il: Arqgunents from biology and rel ated issues

Many peopl e have pointed out that certain things that people do
with their intelligence are non-algorithmc in character. This
particul ar objection has many variations. Penrose thinks that certain
ki nds of mathematical reasoning are nonal gorithm c (Penrose
1989, 1994, 1997); Bunge (1983a, 1983b) points out that there is no
algorithmfor scientific discovery. One could al so point out that
artistic expression, |like being able to conpose a synphony or wite a
poem is nonalgorithmc. | amin perfect agreenent with those people
with this point; such activities are NOT algorithmic, but this does not

entail that the activity cannot be progranmed. The underlined part of ny

previ ous sentence is the source of all the nisunderstanding®. Creativity
is produced by enmergence as well as subconponents, and subsubconponents
and subsubsubconponents, and so on, down to a |ow | evel which does
foll ow sone preci se chenobi ol ogical |aws. The "behaving in a strict
fashion level" of the nervous systemis actually likely below the |evel
of the neurons, perhaps that of the neurotransnmitters. However, this
exact detail is relatively uninportant; it sinply matters that it
exists. Further, it doesn't natter whether the laws it obeys are
stochastic or determ nistic. Whether sonething obeys probabilistic | aws
or deterministic laws, there are still objective regularities in the way
in which it operates’. This is relevant to keep in nind when | discuss

conputers and creativity) and is true for both nervous systens and

6 Arguably, this is the single npst prevalent worry about Al, and the
singl e hardest point to grasp in this paper (or any discussion of the
possibility of Al.) Once one realizes that computers can perform
nonal gorithmc (in the nathematical sense) activities, a lot of Al

obj ections just disappear.

7 This is just a statement of the principle of |lawful ness, a genera
ontol ogical principle cormon to all science and technol ogy. See Bunge
1977 for nore.




conventional conputer hardware. Probabilism appears to be a problemfor
the concept of Al (as it appears at first glance to go agai nst the
t heory of Turing Machines), but is used by researchers in the field and

is in fact ESSENTI AL, as we will see |ater.

Both the probabilismview and the "energence from subcognitive
conponents view' (as we shall see later, this could also be called the
heuristics view) have been long held by sonme workers in the field of Al.
(For instance, see Hofstadter 1979, particularly pages 289-309, 641-
680). The "energence from subcognitive conponents viewpoint" recogni zes
that there are plenty of activities which humans performthat are
nonal gorithmic, but also recognizes that this poses no intrinsic
limtation to what is inplenentable on conputing devices. Cear exanples
of this are described in Fluid Concepts and Creative Anal ogies
(Hofstadter et. al. 1995). It will be instructive to go over an exanple

here for purposes of illustration

Consi der the program' Numbo', which "plays" the French gane Le
conpte est bon. In this gane, players are given a nunber from1l to 150
called the target, and 5 other nunbers from1l to 25 called the bricks.
The goal of the gane is to produce the target fromthe bricks by
perform ng any nunmber of additions, subtractions, and multiplications on
them in any particular order. It should be relatively apparent that
humans do not use a "brute force" solution to this sort of exercise; and
so to have the conputer solve the problens this way would be to totally
mss the point. (This is why |, and various Al researchers, find
prograns |ike "Deep Blue" to sone degree w ongheaded, and NOT good

exanpl es of AI8.)

8 To the extent that a programuses brute force, a programis to that
degree in violation of the spirit of A, as far as | and various Al
researchers (notably Hofstadter) are concerned.



Si nce Nunbo was devel oped to nodel (to sone degree) what hunans
seemto do when playing Le conpte est bon9, its strategy is far from
being brute force, and energes from several 'subtasks', such as
recogni zing 'cl oseness' to the goal upon sinple operations. For exanpl e,
if the target is, say, 113, and the bricks are 10 10 21 8 1, Nunbo, Iike
humans, wil |l ngglo to 'notice' that 10 tinmes 10 is 100, which is cl ose
to 113. The tending here is inportant; Nunmbo doesn't act strictly
determnistically. (Note that this violates typical definitions of
conputer in discussions of fornmal conputation, recursion theory, etc.
For exanple, Set theory, logic and their limtations (Machover 1996)
contains the determnistic assunption in its chapter on recursion
t heory. But since Nunmbo runs on real hardware and is a real conputer
program this sinmply shows Machover's definition to be unrealisticll)
Nunbo is also provided with certain basic facts that nost adult humans
woul d have on hand wi t hout cal cul ati on when sol ving such probl ens; for

instance, the multiplication tables up to 9x9 or so.

My point in this sectionis not to intinately describe what Nunmbo
does; plenty of details are found in Hofstadter 1995. Wat should be
gained fromthis is that one can programa conputer to acconplish a goa
in a nonalgorithmc manner. However, if it still appears that Nunbo is
performng an algorithm or is an algorithm that would also be correct.
Note that the at highest |level of description (Nunbo's "behaviour") the
program does i ndeed act nonalgorithmically, just as a scientist doing

sci ence doesn't act algorithmcally at the behaviour level. (But at a

9 This it does, to a remarkabl e degree. Hofstadter 1995 contains
transcripts of Nunmbo's internal states, as well as that of a person
recordi ng her own thoughts as she sol ves one of these probl ens.

10 The tendenci es and random bi ases of Nunbo are stochastic. Nobody
ought to claimthat at the |lowest |evel any Al yet nakes use of
randonmess. Hof stadter points out repeatedly, (and | amin perfect
agreenment) that many critics of Al sinply do not understand how

"l ayered" conputer prograns can be.

11 Adnittedly, Machover needs the determnistic assunption to use

conput ers pedagogically to present the Gbdelian i nconpl eteness results,
but this position on his part does beg the question in favour of Penrose
et. al. as we shall see later



"lonwer level" "the scientist' acts in the "strict fashion" nentioned

above.)

The nonal gorithmc | evel emerges out of nore basic algorithmca
| evel s. Emergence of unf or eseenl1? properties of conputer prograns is
not hi ng surprising; even relatively sinple prograns are unpredictable at
one | evel of description or another. Take the followi ng transcript from
a Schene session:

: (define bizarre (cons 1 2))
bizarre

: bizarre
1.2

: (set-cdr! bizarre bizarre)

Mut ati on of objects (as with the set-cdr! above) in Schenme has
unspecified side effects. Try the code above on several different Schene
i mpl enentations to see the result of the last statenent; it will be
di fferent on different inplenentationsl3. O course, if we knew how our
particul ar Schene interpreter was inplenented, we mght be able to guess
the side-effect of the |last statenent. On the other hand; it could be

beyond our capacity to figure out. One of the biggest problens facing

conputer progranmers these days is that prograns are getting so |arge
and conplicated, precisely figuring out their "output" fromthe source

code is sonetinmes (epistenologically) in1pos§kﬂeﬁ4; one sinply has to

12 & course, some nmight claimthat the outcone of Numbo's processing
was perfectly determ ned in advance. | doubt that it was ontologically

i ndeterm nistic, but do not think we know whether hunman brain states are
ei ther. Nunbo and humans are certainly both very nuch epistenologically
i ndet erm ni stic.

Al so note that | amusing the concept of energent properties devel oped
at great length in Bunge 1977. Briefly, an energent property is a
property possessed by an system of objects that the conponents

i ndividually do not possess.

13 For instance, in MacGanbit, the interpreter tries to display the new
pair, and gets caught in an infinite regress. However, in PLT Schene, it
doesn't try to display the new pair at all, and hence doesn't get
trapped in the regress.

14 Even nore extreme is the case when software, the operating system
supporting, it and the hardware interact in unforeseen ways. For those
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run the programthrough and find out what happens. In the sinple case
above, it is unlikely, but possible that would be so. (Note: |I am not
sayi ng one has to exploit unspecified behaviour of a | anguage in order

to create sonme 'unpredictabl eness' in a conmputer program)

Consi der al so the case of a chess program While many chess
prograns aren't terribly useful Al-w se because they are too "brute
force", nevertheless they are quite unpredictable. If they were too
predi ctabl e, why woul d people (and the creators of said prograns, no
| ess!) bother to play then? The lesson to be learned fromthis section?
Conpl ex conputer prograns have energent properties just as nuch as

assenblies of neurons do. Sinple (neural assenblies and prograns) |ess

likely. Note that | amnot saying the "correspondent” in an Al systemto
a neural assenbly is a conplex program It could be what the neurons do.
For exanpl e, neurons produce neurotransnitters this way and respond this
way to outside stinuli or any nunber of other things. (I do not wish to
conmit Al to any sort of strong functionalism It does go without

sayi ng, however, that a weak form of functionalismis necessary for Al

to be possible.)

Anot her worry about Al is the following: it mght be argued that a
conput er program cannot produce true novelty because it can 'only do
what it was programed to do', or that it seens paradoxical to nechanize
creativity. This objection is very simlar to the preceding point and
hence has a simlar answer. Mreover it will help us to better

understand the answer | gave to the 'nonalgorithmc activity' worriesld,

What does it nean to be creative? | will first state that al
creativity necessarily involves sonething old in part. Consider what

woul d happen if, for instance, sonmeone clains to have created a work of

that might be inclined to think this is caused by progranmer |aziness,
t hey shoul d consider that pieces of nodern software and operating
systens are often nillions of lines of code in an often non-rigorously
speci fied | anguage, which in turn is often run on bargai n basenent
hardware. No wonder, then, that "strange things" happen

151 n some sense, these two are two sides of the same worry, in so far as
they are both concerned with novelty in thought.



art but was totally unlike any work of art ever created; that is,
neither wasn't a scul pture, a painting, or a synphony, or anything like
that, but was totally radical. This newitemcould hardly be called a
work of art, for how would one call it such if it had nothing in comobn
with other such works? A simlar |ine of reasoning could be used
(mutatis mutandis) for a mathemati cal i nventionl®, a scientific t heory,
a technol ogi cal advance, and so on. Note that the above argunent applies
even if neurons spontaneously fire, because that's just another way of

| ooking at the creative process fromthe "inner" rather than the "outer"

per specti ve.

So now that we have seen that to sone degree variations on a thene
are part of creativity, what part is not 'conputerizable' ? W cannot
| eap wholly beyond the system of neurons in our head. (cf. Lucas, who
t hought otherwise - we'll see nore of himwhen | discuss Gbidel's
I nconpl et eness Theorem ) Again, this suggests programred heuristics. One
cannot will, for exanple, a scientific discovery17, but one can do

things that are conducive to producing it.

Creativity is thus progranmmbl e, but not likely fromthe top-down
per spective. This neans one would programa bunch of little sub-creative
"agent s" whose conbi ned energent behaviour (interaction) leads to
creativity18. After all, neurons by thenselves aren't creative; only
assenbl i es and systens of neurons are. Interacting conmputer prograns
al ready can be said to "talk" to each other, as when a WbStar http
server uses Appl eEvents to "talk" to a Fil eMaker Pro database. Each
programcan reprogramitself in sone sense, based on the activity of the

other. | amnot saying that WbStar and Fil eMaker Pro are creative

16 Even a mathematical platonist nmust adnit that her "discoveries" nust
fit into the framework of what is called mathematics.

17 Note in passing this discredits the ridiculous (and logically
i mpossible!) idea that the goal of Al is to produce perfectly sound
reasoners.

18 As Dennett points out (see Dennett 1987, 1991), this does not commit
the homunculus fallacy if the "agents" are "stupider" than the higher
| evel feature they conprise/ make up/ produce via energence.

10



together - | amsinply saying they have energent properties when all owed
to interact with one another in the '"virtual environment' on a conputer.
Nei t her programi s author has to be directly aware that the other program

exists, or will exist, in order for these features to get used.

An illustration of a nore sophisticated version of the above
objection follows. Suppose we tell a conputer to investigate sone basic
nunber theory. The conputer does not choose to do so on its own, and
hence it |acks some basic creative decision naking power. This to ny
m nd seens to beg the question against those in favour of Al. An
argunent needs to be given to show how conputers could not do so in
principle. Note that conputers can already nmonitor their internal states
and take action independently of their users or progranmers. For
i nstance, one could have a computer defragment its storage volume if its
fragnmentation rose above a certain level. O course, soneone night say,
"Well, it has to be told to that, too." But what hunan being is born
wi th enough innate ability to NOT require notivation to do things
(i ncluding acquire know edge), help to acquire said know edge, and so
forth? No computer can decide to do things totally on its own, but nor
can a young child or even an adult. (I amquite willing to hazard a
guess that if Al is acconplished, the first Al programs will be very
childlike.)

I will now discuss brains and the nervous systema little. Brains
t hi nk; however, what other things can think? This is the fundanental
i ssue of this paper. The anti-Al crowd often holds that only brains can
t hi nk. Now, how do we know that? Well, the only things currently that
think are brains, but that does not rule out the possibility of
sonet hing el se. After all, before the invention of airplanes, only bats,
(sonme) birds and (sone) insects could fly - and sone "antiflying
critics" did indeed say that humans will never fly because humans don't
have wings - the "right stuff" as it were. In this section, let us see
if we can see rudi nents of thinking in conputer prograns, further
examne clains that only brains are nmade of the right stuff (plastic

neurons) to think.
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One process that thinking things nust be able to do is |learn from
their environment and fromother things- that is, reorganize their
internal states based on outside stinulil® one very sinple exanmple of a
conputer programthat learns fromits environment is url, a program (of
a sort called a "bot') witten in perl by Kevin Lenzo. (See Lenzo 1996

for details and | ocations to downl oad its source code.)

Now, as one can see fromthe foll ow ng transcriptzo, nost of url's
behaviour is 'canned' and 'creativity' is strictly random (as opposed to
wei ght ed randomi zati on and energence which as | discuss el sewhere, is
how it appears one ought to inplenent intelligence) This is presently
uni nportant; we see sone linmted exanples of conputerized creativity
el sewhere in this paper. However, what is interesting is that its
| earning consists of parsing uniformresource |locators (URLs, hence its

nane) out of text conversation on Internet Relay Chat.

kd: url, who am|1?

url: you are probably nailto: godel @am org and at
ftp:\\ftp. here.com bots\kd and at mailto: godel @s.ncgill.ca or at
http://ww. cam or g/ ~godel / or at http://ww. cam or g/ ~godel / kd- ki wi . j pg
*** Mode change "-bb *!*befan@ *ribefa*!*@ " on #nmaci nt osh by pounder

Arcani s: because url always interperets "you" as "url", even in urls
jadin: man
jadin: i wish it was sunny today
jadin: i coulda gone to the beach and gotten a tan
jadin: heh
Arcanis: | wish | was in school today... not
jadin: or a burn, in nmy case
Arcani s: go eat a hanburger, jadin
kd: hmm lets see..
jadin: ew
kd: bowling balls are at http://ww.bow ing.con Fk ke

Arcanis offers jadin goose |liver paté

kd: url, bowing balls?

jadin: man. this sucks. this kickass cd ripper doesn't work on this
machi ne

url: bowling balls are at http://ww.bow i ng. con!
jadin: hopefully it works on nmy cdromup in orlando
jadi n: heh
Arcanis: Hello kd's professor

19 varning: | amnot saying that this is the only issue in intelligence;
far fromit, however it is an inportant one.

20 Note: | am"kd" in the transcript. "Arcanis" and "jadin" are other
humans, and "pounder” is a bot of very different sort than url. Also
note that | previously warned the channel that | was going to produce a
transcript.
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Arcanis: no, url, bowing balls are at http://ww. balls.conf
url: okay, Arcanis.
Arcanis: url, forget bowing balls
kd: | don't even know if the professor will be grading this, or whether
we have a reader or sonething
Arcanis: url, bowing balls?
url: arcanis: wish i knew
Arcanis: url, tell kd about ne
*url* you are at mmilto: necrom@magpage. com or at
http://ww. magpage. conl ~necr ont
url: okay, Arcanis, i did.
Arcanis: url, have a chocol ate covered bot snack
url: )

As can be seen by the line in the above transcript with the
MrxAxEMurl can 'listen in' to a conversation and pick up information
that is not explicitly directed to it. This is actually a fairly
sophi sticated process, as it neans scanning the whol e conversation for
URLs of the various sorts (which are in various different forns and
which can be indefinitely long), and entering it in the database, al
while maintaining a 'l ook out' for nmore URLs. Url can also be told to
forget what it knows and will have appropriate answers to various other
itenms. The next stage in its devel opnent would be to have hi m conbi ne
i nfornmati on and produce nore novel sentences. (For instance, "url, is

foo at http://ww. bar.com?" "no it is at ftp://ftp.baz.net.")21

The lesson to learn fromall of this is that url is very capable
of dealing with human conversati on and extracting useful information out

of it, despite the vagueness of what is said. Hence, in a linited way,

url learns. Elsewhere in this paper, | will draw a connecti on between
| earning and progranming in general. (See section IlIl and IV of this
paper.)

Assumi ng the above process (of url's) could be refined, and url
could learn about itself by asking itself about itself and what not, and
further, could |l earn about the world instead of just text strings, it
woul d be well on its way to becom ng a thinking thing. But sone people,

notably John Searle, arned with his infanous Chi nese Room t hought

21 addendum since the first witing of this paper: The author of url
inforns me that this feature is under devel opnent!
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experiment (reprinted with excellent comrentary in Hofstadter and
Dennett 1981), think that even if that were done, sonething (in the case
of Searle, semantics, in the case of others, 'genuine understanding'.)
woul d be missing. Let us review the thought experinent, and then turn to
sone classic answers and ny answer. This will lead into a general

di scussi on concerni ng how one attributes the ability to think to

sonet hi ng.

Searl e's thought experinment concerns the Turing Test, a notorious
test of the "ability to think". The Turing Test asks us to inmagi ne
oursel ves at a conputer termnal, conversing with sonmething at the other
end of the terminal link for a period of tine. If one cannot tell that
one is interacting with a conputer rather than a hunan after a
sufficiently long period of tinme, the conputer passes the test. Searle
purports to show that this test is invalid, by inmagining a person hand
simulating a programthat reads and wites Chinese and passing answers
to questions in Chinese out of a room He tells us that this program
woul d work by 'matching up' inputs to outputs. Fromthis, Searle
i magi nes that we could pass the Turing Test by nechanically follow ng a
procedure. But the person in the roomdoesn't understand Chinese! So it
appears that the Turing Test doesn't correctly attribute understanding

this time. O does it?

Many t hi nkers di sagree. The npbst commpn answer to this thought
experinment is what is called the systens reply. This answer consists in

poi nting out that nobody would want to attribute understanding to just a
part of the system (just as one wouldn't want to attribute understandi ng
to a single neuron), but instead, we attribute understanding to the
WHOLE system Searle's answer to this is to have the person doing the

hand sinulating of the programinternalize the whole 'matching process.'

This is ludicrous (a human bei ng nmenori zi ng hundreds of books),
and points to the biggest flaw in the thought experinment. At best it
descri bes a situation which couldn't be done at any decent speed by a
human being. Furthernore he is asking us inmagi ne a human nenori zi ng what

would be literally mllions of books. Speed of execution is vital for
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consci ousness or thinking; after all these two activities both require
interaction with the world and hence sonething possessing the ability to
genuinely think nmust respond to it appropriately. |If soneone yelled
FIRE! in Chinese, and it took nmore than a split second for the Chinese

i ndividual to react and run out of his room we'd say that he was at

| east currently (that is, at that tine) lacking in intelligence.

There are other reasons for supposing that Searle's thought
experiment is incoherent, but | will leave that to the literature. (See
Hof stadter and Dennett 1981, Dennett 1987, 199122 Fellows 199523 and
especially Tipler 1994 for plenty of criticism)

Allow nme to use this brief discussion of Searle's thought
experiment to nove into a discussion of the Turing Test in general. |
will deal with three nmain objections. The first, the notion that the
test could fail on an intelligent individual who has nothing to say or
is "scared' by the test; the second, the idea that one could be fool ed
by "Eliza" type programs. Finally, | will answer charges that the Test

is too "behaviouristic."

First, could the test fail on an intelligent individual who for

sonme reason or another is unwilling or unable to respond? Let us |ook
at the unwilling case first. If an individual is never willing to
express himor herself, and sits in a corner, curled up in a ball, we

m ght call this person catatonic or sonme other psychiatric term In this
day and age, we'd presumably | ook for sonme sort of brain or nervous
systemtrauma to find a reason for this person's |lack of action
Produci ng sone sort of stinulus of the appropriate kind would no doubt
produce a reaction. | would think that any individual who has no sensory

input at all (in any nodality) would scarcely be aware. Helen Keller is

22 This work even includes a note that Searle thought all of Dennett's
remarks in The Intentional Stance (Dennett 1987) were "irrelevant™, but
didn't explain why.

23 Fel | ows' paper is a denonstration that Searle's thought experinent is

logically incoherent. As it relies on sone aspects of Chonskian
linguistics | do not feel qualified to evaluate, |I will not discuss the
details of this (apparently) brilliant refutation of Searle.
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recorded (quoted in Dennett 1991) as pointing out that before she
| earned from her teacher, she had effectively no inner life; and Keller
did have sensory input in several nodalities (touch, taste, snell.)

What if the individual was sinply terrified by us interrogating
it? If you admit this, then you admit that it is conscious (enbtions
and (sone) consciousness go together, Lieutenant Conmander Data of Star
Trek: The Next Generation not withstanding) and so the Turing Test isn't
even needed. Though, | imagine many Als would WANT to talk; after all,

they m ght be cooped up in a box, and we can wal k around.

But what of the "Eliza" effect? Couldn't an interrogator be

fool ed by a programthat had a nunber of canned responses, and
"answer ed" by asking questions? Well, | have seen people fool ed at

first glance by the bot, url, discussed previously in this paper. But

the nore they observe its bevhaviour, the nore they realize that
sonething is aniss. The following is a transcript of ne "talking with" a
very sinple programcalled Julia (Julia is on odd nunbered lines, |

respond on even - the transcript has had the nunbers added to it):

1) I like nmost animals but | favor cats over dogs. Are you a cat
| over?
2) Me? A cat |lover? That's what people say. Really, | wouldn't know

3) Oh, I"'mso glad.

4) Wy are you gl ad?

5) Do you have any pets? ***

6) | have one pet.

7) So when will Socks wite his book? ***
8) VWhen you pass the turing test.

9) VWhat is this, a pop quiz?

10) In a matter of speaking.

11) Do you think that animals can think? ***
12) Probably nmore than you can

13) Har dee har har
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14) Was it really that funny?

15) What ki nds of pets did you have as a child?

16) wel |, we had gol dfi sh once, and sone gerbils.

17) | have one very old goldfish (his nane is Schwarz).
18) How ol d is Schwarz?

19) | don't know any schwarz. ***1

20) But | thought Schwarz was your very ol d gol dfi sh.

21) I'd rather have a cat. Cats are ny favorite, because you can pet
cats, they purr a lot, and they're easy to keep. ***

22) ok. nice talking to you, Julia, good day.
23) Goodbye.

Notice the |large nunbers of illogical responses (narked with a
***) produced by this programin such a short period. Anyone of these
woul d seriously call into question the hypothesis that one was dealing
with a thinking thing. Together, especially with the one marked ***1,
clearly show that a brief interaction can denonstrate | ack of
intelligence. However, one has to be prepared to change one's mnd with
the Turing Test, in either direction. If a programfools sonmeone ALL the
time, and this investigator is denonstrably sonething close to a
reasonabl e person, does this nmean that the Turing Test is too
unsophisticated? | will return to this remark when I've tried to nake a
case for the necessity of this test.

This brings me to the second objection. Nanely, that is the Turing
Test too "behaviouristic"? | nove that, while it treats the subjects as
"bl ack boxes" to sonme degree, the test is actually necessary. Consider
the case of soneone who has clained to find parts of the human brain
responsi ble for intelligent activity. Now, this neuroscientist wants to
test her hypothesis, and renbves these sections one at a tine from her
patient24. How does she show t hat what she has renoved is responsible

24 Of course, this is only a thought experinent, but only for ethica
r easons!
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say, for the ability to produce | anguage, or what haveyou? She has the
patient performcertain tasks, including of course, a sort of Turing
Test. Wthout this these appropriate responses, she is just asserting
that she has found the rel evant parts of the brain. Soneone at this
stage m ght say, though, that once we've done this for a few humans, we
know what causes intelligence, and the stuff (that is, biochenica
structures of a particular kind) isn't what is in a conventiona
conputer. Hence conputers aren't or cannot be conscious or aware and Al

is a chinmera.

When put this way, it is clear the thesis that one needs to | ook
at neuroanatonmy to determine if sonething is conscious or has
intelligence begs the question. To make sure we don't prejudge sonething
based on what is made of (and it is still possible that only
bi ocheni stry of the right sort is fast enough or is capable of being
connect ed enough, etc.), we use the Turing Test. And how do | know that
anot her person is not a "zonbie" (a hypothetical creature who | ooks
consci ous on the outside and yet has no "inner life" - see Dennett 1991
for explanations of why the notion of a zonbie is actually incoherent.)
or an unsophisticated progran? | know by talking to and interacting with

the person, and so forth. O, in other words, in sonme sense, by Turing

Testing her!

The above response allows us to answer the worries of those who
beli eve we might be fooled by an Eliza effect. My answer is sinply that
we woul dn't be fooled after a sufficiently |ong period of tine, and
that, as previously stated, we have the freedomto change our mn nd
Tipler (1994) points out that this sort of procedure is what convinced
(nost) European mal es that non- Europeans and wonen were aware - they
could act and behave just as they could, outward differences in
appear ance notwi t hstandi ng. Soneone at this stage will point out that
t he neuroanatony of all humans is the effectively the sane; however it
wasn't opening up skulls of slaughtered Africans or others that
convi nced these European nales that they were dealing with equals, but

by observing their behavi our such as the capacity to reason
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One can al so renenber Hofstadter's remark that a well done Turing
Test is like an electron scattering experinment. (See Hofstadter 1995.)
Both tests reveal internal structures of something by an indirect
nmet hod. Are those who still think that external testing for intelligence
is a bad idea ready to say that the el ectron scattering experinents are
wr ongheaded too? Hofstadter points out that a well done, apparently
indirect, test does seemto blur the Iine between indirect testing and

direct testing.

Furthernore, Dennett al so explains in Consciousness Expl ai ned
(1991) why anything capable of passing the Turing Test would think it
was conscious. He calls this "falling prey to a user illusion." It is
quite relevant to our discussion, because it does seemto discredit the
possi bility of something being behaviouristically identical to a human,
wi t hout having an "inner life" (private experience). In other words,

there are no zonbies of the sort nmentioned previously.

Havi ng dealt with the Turing Test, | would like to nove on to a
di scussi on of some biochenistry and biol ogy related i ssues. First
consi der the issue of whether or not the human brain is limted in
capacity and this issue's purported relevance to Al. Mario Bunge wites
(Bunge 1983a):

"The limited capacity thesis applies to telephone lines, computers, and other artificial
information systems, but it has not been proved for humans. There are indications that it
does not apply to our brains: (a) unlike artificial information processors, our brains are
plastic and, in particular, they have the property of self-organizability; (b) every time we
learn something we become better prepared to learn further items: learning is an
autocatalytic process, not the filling in of prefabricated bookshelves; (c) with practice we
can learn to do two or more tasks at once (...)"

The last, (i.e. point c above) is easiest to deal with. Conputers,
at least at the lowest |evel of description, can easily be nade to do
two things at once; this is the very definition of parallel processing.
Taki ng one step further up the |evel of description hierarchy, conputers
can appear to do nore than one thing at once. For instancen | can dial
into ny Internet Service Provider and downl oad a docunment while typing
this paper. This is acconplished by a nultitasking system in which

applications being run periodically receive tine to 'do their thing'
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many tines a second. It is interesting to note that it is not at al

clear which formof nultitasking the human brain actually does when it
perforns two actions at once. My guess (and it IS just a guess) that
there are several multitasking |like systens running on several "nodes"
(subsystens) of the parallel "hardware." In other words, that BOTH forns
of concurrency are used. | also fail to see why doing two things at once
(in either fashion) would inply that the limted resource thesis didn't
apply; it would just nean that certain resources are capable of being
shared. (This point | will cone back to when | discuss how conputers do

not really "mani pul ate numbers" as is commonly thought.)

Poi nt (a) above, concerns plasticity and self-organizability.
Wiile it is true that conputer hardware cannot rearrange itself
(physically), it is not true that software cannot. Take, for exanple,
the foll owi ng code:

: (define x (vector (lambda (y) y) (lambda (z) (* z 2))))
X

: ((vector-ref x 1) 2)
4

: (define swap (lambda (vec)
(let ((temp (vector-ref vec 0)))
(begin
(vector-set! vec O (vector-ref vec 1))
(vector-set! vec 1 temp)))))
swap

: (swap x)

: ((vector-ref x 0) 2)
4

This is just a sinple exanple of (parts of) a programrearrangi ng
some data structures in nenory. Note that the itens that are in the data
structure are thensel ves procedures (or, nore precisely, |anbda
expressions.) Point (a) above is thus at |least partially false, and it
is still not clear howthis remark bears on the issue of the finite
capacity hypothesis. How woul d rearrangi ng exi sting materials change the

capacity for storage?
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Point (b) is the nmost difficult in ternms of acconplishing on
conventional conputational devices, but it is still possible. Consider a
dynami ¢ storage mechani sm using generic pointers25 |t requires no
"bookshel f' type know edge; new itens just get put into nenory.
Furthernore this mechani smcould be nade nore sophisticated by tying
each itemto 'related itens' and having the whol e structure updatabl e
dynam cally. Wiile this is possible on a conputer, it nay not be
rel evant to the issue of finiteness. How does the ability to file
arbitrary data and make associ ati ons between them overcone the

finiteness of a brain?

Anot her argunent presented by sone people (for exanple, Bunge
1985) is the following. As an electron in a box can be in an infinite
nunber of states, the Turing Machine formalismis forlorn, for Turing
Machi nes can only be in any one of a finite nunber of states. For the
obj ection to have rel evance agai nst Al, one must clearly show that the
nunber of cognitive states in (say) a human is actually infinite. Wile

indeed it is a very large nunber, so is the nunber of states for ny
friend s progranmabl e cal cul ator with 256 bytes of RAM (roughly 10310
for the states of the RAM qua RAM al one) and arguably a conputer which
instantiated an Al program woul d have 12 orders (i.e. in the terabytes
of RAM - see Tipler 1994) of magnitude nore RAM Further, unless the
brain states change indefinitely fast (which seens inpossible, due to
relativity) one mght be able to make up for the lack of RAM states

sinmply by rapid processing.

Finally, consider the difference between the brain of a live
ani mal and that of a dead one? While eventually, once rotting sets in
there will be substantial biochenical differences, this doesn't occur
right away. What happens i nmedi ately happens is a change in the pattern
of activation of brain states. In other words, the previous
consi deration seens to indicate that other large scale properties of the

brain are sort of "systens properties,”" and indeed functional properties

25 | n other words, sonmething using void * datatypes in C, for instance.
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(either emergent or aggregate) and so we should | ook at systemns

properties of conputers too.

As for whether the brain really is finite, this issue will be
returned to in the discussion of state nmachines in Section |V of this

paper.

There are various other biology related issues involved in the Al
controversy; onr popul ar one concerns the issue of "perhaps only brains
have the right stuff to think." There are several ways in which this
objection is phrased. One nakes an analogy with a sinulation of a
stomach not being able to process nutrients, hence a sinmulation of a
brain wouldn't really think. Wiile it is inmmediately clear to ne that
si mul at ed stomachs don't digest, (a conmputer scientist would say they
don't receive the right input) it is not so obvious that this anal ogy
holds to the case of brains. After all, what exactly is it that this
simul ati on of the brain cannot do? (Conputer scientists would say that
it likely receives the right input.) W can attach the conputer to
sonething (a terminal, or a speech synthesizer, etc.) in order that it
may communicate with us and it will act as if it thinks to a certain
degree. But what is nissing? (Keeping in nmind that if it is capable of
passing the Turing Test, it will think it is conscious.) Assum ng that
it has a perceptual systemz6 and that (as above) it can comunicate with

us, several common answers come to m nd

The three npbst conmon answers are have intentionality, possess

gual i a, possess enotions. To start, consider have intentionality (John

Searle's objection.) Wat does it nean for sonething to have
intentionality? Searle alleges that it is property that allows brains
to (for instance) process nmental inputs (for exanple, speech) w thout
the al |l eged consequences of his Chinese Room t hought experinent. Since

we have seen how the Chi nese Room t hought experinent is grossly

26 | amwilling to guess that an Al really worthy of the termwoul d have
some form of perception, though perhaps into a "virtual space", if such
a space could be described very richly. See Hofstadter 1979 p. 586-593
for a primtive, but effective, exanple of this notion.
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nm staken, this tends to discredit his notion of intentionality. However,
suppose one is of the opinion that only assenblies of neurons can have
this mysterious property called intentionality. As clearly one neuron
doesn't possess intentionality27, then a threshol d nunber of neurons
must be involved. But what about the neurons allows themto have this
property? Wy can silicon chips wired together at this |evel of

conpl exity not support the sane intentionality (or alternatively,

sof tware nodul es strung together by interapplication communication in
sone formsuch as events, threads, semaphores, etc.)? This is pointed
out by a thought experinment that involves slowy replacing Searle's
neurons by sone other "stuff" that preserves the "input" and "output" as
well as internal states of each cell. Searle nust conclude that he woul d
keep on ACTING as he did before, but that his words would | ose their
nmeani ng. This is supposed to show that neaning is definitely associated
with the pattern of activation, and not with the qualities of individua
neurons. | n other words, meaning, and hence other things |ike the
ability to lie (see Bunge 1985 for a huge and well thought out list) are
emergent properties. It would be very strange if one had to microreduce
so much that organic chem stry was necessary for an expl anation of

neani ng. (Since the jury is still out on how exactly biochem stry
produces semanticity through emergence, sinply to assert that
conventional conputers haven't got the "right stuff" begs the question

agai nst the Al researcher.)

But coul d an supposedly Al system have gualia? Qualia, also known
as sensa, raw feels, the basic data of experience, secondary qualities
(a termfrom Locke) and so on, are the bugaboo of many a nateriali st
phi | osophy. However, if one is ready to adnit that qualia are in fact

sonehow material in origin28, t hen one nust propose there is sone sort

27 pfter all, one neuron wouldn't even be able to control human
aut onormous functioning, never mnd sonething like intelligence or
consci ousness.

28 Dennett 1991 contains what | consider to be one of the best

expl anations yet; however this is not terribly relevant to the

di scussion in this paper. Al one needs is to concede that qualia are
material in origin. Dennett also points out that there really aren't
such things as qualia, they are just a facon de parler - but this need
not concern us here.
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of (presunmably) neurophysiol ogi cal nechani sm about how they arise. Now,
unl ess one can sonmehow show that qualia only cone out of biochenica
processes, Al is still possible in principle, because one could

concei vably use the sane sort of organizational characteristics in the
machi ne. (Later, when learning is briefly discussed, what this neans in

greater detail will be nentionned.)

It is nost difficult for nost people to imagi ne how a conputer
coul d have enotion. But what is an enotion? Enotion is defined as "A
response of the whole organism involving (1) physiological arousal, (2)
expressive behaviors, and (3) conscious experience." (Mers 1996, pg.
335) Take the first, physiological arousal. For those who picture
conputers as being a hunk of plastic, and netal (etc.) on their desk,
this may be difficult to conprehend. However, existing conputers already
automatically respond to changes in their environnent, albeit in a very
primtive way conpared to organisns. For instance, Apple's line of
Power Book Duos automatically "know' whet her they have been started up
al one, or in the "docking station." Many nore exanples can be given. In
conputerized data acquisition (for exanple, Natural Intelligence's
Labvi ew) the conputer responds to external changes in state and further
to its own response. This is certainly anal ogous to changes in
physi ol ogy. While it nmay be objected that the basic underlying hardware
doesn't change, and that enotion (for instance, fear) is produced by
chem cal changes (li ke amobunts of adrenaline). However, the over-al
anatom c structure of the organi smdoes not change. Wiat does change is
i nternal state and behavi our. Again, however, | stress that Al is not
conmitted to a neuron to chip correspondence. The neuronal behavi our may
be created at higher levels of inplenentation (i.e., in sonme |evel of
software.) But does that mean the conputer will feel? | argue yes, for

t he reasons di scussed above under the issue of "qualia."

Point (2) above had to do with expressive behaviours. Again
conputers do react to outside stinuli; for instance, entering data on a
keyboard, drawing with a nouse, or responding to voi ce conmands
("computer, tell me a joke") are all possible with today's conputers.

The conputer reorganizes its internal states based on the input.
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Point (3), nanely conscious experience, in the definition of
enotion above is the very issue of this paper. One cannot argue that "Al
i s impossi bl e because conputers cannot have consci ous experience."
because that is the very point of contention! (See page 1 of this paper

for the definition of Al.)

More biology related issues rai sed agai nst Al include the issue of
representation, notably conputerized representation of tine. This
objection also is often expressed in terns of Turing Machi nes not
representing tine and space. There are of course two ways anything gets
represented in a Turing Machine. One is by placing the representation in
the state table (i.e. placing it in some sort of built in program) The
other is by feeding it in as part of the input (i.e. fromthe
environnent)zg. O course, these approaches are not mutual ly excl usive.
One can see that the first way corresponds to a sort of innately given
ability, and the other fashion corresponds to a outside influence. It
seens that biological creatures rely on both notions (after all, we know
that naive enpiricismand extrene innatismare both fal se); however
whi ch process is actually used by themis not terribly relevant. After
all we can easily do either or both for our Al program Suppose we set
up our comnputer to play a chinme in order to wake us up, in other words,
as an alarmclock. In what sense, then, is the conputer not representing
ti me? One objection mght be that the conputer has no know edge of tine,
and is just nmatching inputs. The second is that the conputer doesn't
react to the passage of tine any way, just at discrete instances takes
action. Both objections while true are irrelevant. Wile current
conputers just match inputs with regards to tine, and have no
understandi ng, to say that they never will possess deeper know edge is

the whol e issue of Al. To say that Al is not possible because conputers

29 Al'so keep in mnd, because nobst Al programs are expected to be very
"layered" in design, it is also quite possible to have a conputer
program change its own state "table". The degree and the depth to which
this is possible is suggested by Hofstadter (1979) as a neasure of
possible intelligence of the thing in question. Hunmans are nore flexible
than flies because we can nodi fy oursel ves nore.
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cannot understand tine at a deep level, then, is a circular argunent!
Agai n one would have to show that there is sonething intrinsic that is

not representabl e.

The allegation that conputers do not react to the passage of tine
can be answered in several different ways. One is to point out that in
sone sense, hunans create also continuity out of discreteness; we are
after all, available to watch television or a novie despite the fact

that it contains nany discrete frames (and not continuous nDtion3O).

Anot her way to respond is to notice that there are conputer
prograns and technol ogies that are specially designed to deal with the
passage of tine. The nost fanpus of these is Apple's QuickTine. Often
used as a base for nmultinedia technology (and this is indeed howit is
mar ket ed), QuickTine is actually nore general in usefulness than that.
For instance, QuickTime at base is about time tracks; one can set up a
time track base for any sort of periodic activity. Periodic in this
context can be irregular (e.g. after 1 nms; 4 ms, 16 ns, 256 nB, etc.).
While QuickTine is only to sensitive 1 mllisecond increnents of tine,
this is not a problem because in principle one could have a technol ogy
nore sensitive. Further humans are not such that their "tick of the
internal clock" is infinitesimal. O course, the | esson to be |earned
here is that QuickTinme can actually | ook back, when it receives sone CPU
time and adjust for "tine lost", so to speak. For instance, if playing a
sound sanple was calculated to take 2321 ns, and it took 2349 ns (either
due to cal culation round off, or external events that interrupted the
time base, etc.), the acconmpanying video track coul d be adjusted
accordingly so that the two are kept in synchronization. Hence conputers
in sone sense do respond to passages of tinme, not discrete influences,
and in very sophisticated ways. (See |Inside Macintosh: QuickTine.
http://devworl d. appl e.conf has online versions as well as ordering of
paper backs) for nmore information for the progranmer or phil osopher of

technol ogy that can program)

30 some physicists point out that it appears that notion itself is

di screte, not continuous, at least in some ways of |ooking at quantum
nmechani cs. For exanpl es and di scussion of this, see Stenger 1995,
particularly chapter 7.
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Section Ill: Muthematics and Al:

In this section | will discuss two fanilies of argunents fromthe
domai n of mat hematics purporting to show the inpossibility of Al. The
first is a combn one, concerning conputers and representations of
nunbers. The second are those of Lucas and Penrose, which rely on a use

of Gddel's | nconpl et eness Theor ens.

It is often wongly clained that humans don't have to deal with
approxi nations to real nunbers, or that storage for nunbers isn't
limted, the way electronic computers are (apparently) so linted. If
this were true, mathemati cs software packages |i ke MacSYMA that for
i nstance synbolically integrate better than the vast majority of trained

mat henati ci ans (See Dennett 1987) woul d not be possible. The above
argument stems fromthe fact that it appears that all conputers dea

with are fixed sized integers. This is not the case. As pointed out in

68000 Family Assenbly Language (C enents 1994), computers are
fundanentally at the hardware level a collection of either/or swtches,

or, even |lower, a pattern of voltages31. Clements wites on page 2

(underlining added):

"An n-bit word can be arranged into 2" unique bit patterns and may represent many
things, because there is no intrinsic meaning associated with a pattern associated of 1s
and Os. For example, the 8 bit values 11001010 and 00001101 do not mean anything.
The actual meaning of a particular pattern3? is the meaning given to it by the
programmer."

31 Finding what |evel one wants to describe a computer's operation at,
is, | think, the whole source of the problemof Al. Hofstadter (1979)
asks his readers whether conputers are super flexible or super rigid.
His following point, and mine in this paper, is to convince our readers
that computers are both, depending on how one | ooks at what is going on.

32 ne slight oversight on Clenents' part is the consideration that the
sanme bit string can be sinultaneously used in two different ways, for

i nstance, both as an instruction and as a data item or as severa
different data itens, etc. Exploiting this possibility is usually

consi dered rather poor progranmm ng practice for any nunber of reasons,
but natural selection is blind, and hence the counter part to this
possibility certainly exists in the nervous system In fact, nost

paral | el -di stributed-processing nodels of nenory (see Medin and Ross
1996, particularly chapter 9, for details) rely on this.
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The confusi on over conmputer representations of data itenms stens
fromthe "1" and "0" used to represent the two states of the
instantiation of a bit. If they had been called, say, a and, the
confusion likely wouldn't have arisen. This problemis historically
rooted as the first (electronic) computers were used exclusively for

nureri cal cal cul ation

In the case of the hunman nervous system the "programrer"” woul d
presunably be natural sel ection and epi phenonenal energence33 as well as
environnental stinmuli. Nor is 'plasticity' is not possible, for there
are higher levels of description. For instance, it is often clained that
with computers representation of real nunbers is fixed to a certain
fixed size. This is true, however, it is not at all apparent that humans
aren't limted in the same way. Research in cognition suggests that nost
humans can represent "in the mnd's eye" at nbost 9 digits or so (see
Medi n and Ross 1996 for a good introduction to the linmtations of hunan
" nunber processing'.)34.Cbnpare that with a programin the | anguage
Schene, below. Unlike some | anguages (for instance, C), Schene has

arbitrarily sized integers.

: (define factorial (lambda (n) (if (=n 0) 1 (* n (factorial (- n 1))))))
factorial

: (factorial 100)
933262154439441526816992388562667004907159682643816214685929638952175999
932299156089414639761565182862536979208272237582511852109168640000000000
00000000000000

Finally, it surely cannot be clained that hunans deal with all the
digits of (say) m at once; they can deal with possibly very |large
nunbers of them and crank out nore and nore digits by using a procedure
for doing so. This procedure, on a conputer, not only can be

acconplished, it can even run in the background of another process, and

33 For a very interesting |look at the view that some aspects of
intelligence are 'epi phenonenal', see Dennett 1991

34 Using a paper and a pencil here cannot help those who woul d want to

claimthat the human capacity is potentially infinite; after all, why do
we use paper and pencil? To nake up for the Iimted capacity of our
wor ki ng nenmory. | discuss long termnenory very briefly el sewhere.
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so when the programrequires nore digits of 7 it can request them This
process, sonewhat simlar to a nathenatician who can keep cranki ng out
nore places of 1 as he continues doing other things, is illustrated
somewhat sinply below. (I borrow nost of this exanple fromthe MacGanbit

docunent ati on.)

: (define (series term) ;;; Concurrency is expressed with FUTURES
(let ((sum 0) (stop #f))
(FUTURE (let loop ((i 0))
(if (not stop)
(begin (set! sum (+ sum (term i))) (loop (+i 1))))))
(lambda (msqg)
(cond ((eq? msg 'value) sum)
((eq? msg 'stop) (set! stop #t))
(else (error "unknown message" msq))))))
series

: (define pi ;;; start a task to compute series expansion for pi
(series (lambda (i) (/ 4. ((if (odd? i) -+) (+= i 2) 1))
pi

: (pi 'value) ;;; get current value of series
3.141419882340216

:(cons'a'b) ;;; do some other operation and the series calculation continues
(a.b)
: (pi 'value) ;;; again... it has changed!

3.1415194471477133

: (pi 'value)
3.1416300745380195

So, conputers can deal with arbitrary nunbers, nathenatical
synbols and with indefinite approxinations to series at |east as well as
humans, at |east in some donmmi ns. Whether they can do so in all donmins
runs quickly up into questions of (formal) inconpleteness, which I wll

di scuss next.

The final anti-Al argunents that | will deal with in this paper
are two, one by Lucas and another by Penrose (see Penrose 1989, 1994,
1997) which purport to use Gddel's I nconpl eteness Theorens. But first, |
will deal with Lucas' sinplistic version of what anpbunts to the sane

argunent. Lucas (1961) writes:

"However complicated a machine we construct, it will, if it is @ machine, it will correspond to
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a formal system, which in turn will be liable to the Gédel procedure for finding a formula
unprovable-in-that-system. This formula the machine will be unable to produce as being
true, although a mind can see it is true. And so the machine will still not be an adequate
model of the mind. We are trying to produce a model of the mind which is mechanical -
which is essentially "dead" - but the mind, being in fact "alive”, can always go one better
than any formal, ossified, dead system can. Thanks to Gédel's Theorem, the mind always
has the last word."

Hof stadter (1979) points out that this argument is very conpelling
i ndeed. It (along with Roger Penrose's version) is one of the nopst
seductive anti-Al argunents as far as | am concerned. But what are its
flaws? There are several, in fact. The first one | noticed is that the
Godel sentence for a system(call it G) is, as Hofstadter pointed out,
a sort of analog to the liar's paradox, inside a formal system |If that
was correct, and some sort of "translation" of this sentence back into
English of G was "I amnot a theoremof formal systemF", then a
sentence of the form "Lucas cannot consistently believe this sentence"
seens to capture the appropriate intuition. This of course is nuch |ike
the Wiitely sentence: "Lucas cannot consistently assert this sentence."
These, and nmany others, purport to show that inconpleteness is a fact of
life for humans, too. (See Snuyllan 1987 for a formal devel opnent of
this idea.)

One nust al so ask of Lucas' argument if one can REALLY apply the
Godel i an procedure in every case. It seens that after a point, one
sinmply could not, due to one's own brain lintations. (Mich as we cannot
nenori ze the Montreal tel ephone directory!) Lucas' argunent al so
doesn't consider what would stop a conputer from Gddelizing itself. It
woul d concl ude, nuch as we would, that there are statements that are
true, but it (i.e. the conputer) can't prove, by virtue of its (i.e. the
conputer's) nature. Further, there cones a stage where we just concl ude
(or not.) Both brain and conputer are ultimately fixed by physical |aw,

humans are sinply not infinitely creative.

Now | will turn my attention to Roger Penrose's version of the
argunent which differs only slightly, mainly in terns of his conclusions
fromit. (He clains that a new revolution in physics will be necessary
to understand the brain's functioning.) But his premses are slightly

different fromthe Lucas version. For instance, he explicitly states
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that mathenmatical platonismis an "reason"” for his position, as when he

says (see Penrose 1997):

"Somehow, the natural numbers are already 'there’, existing somewhere in the Platonic
world and we have access to that world through our ability to be aware of things. If we
were mindless computers, we would not have that ability."

Secondl y, Penrose seens to take it as a given that mathemati ci ans,
or perhaps the mathematical community as whole, are sound reasoners. He
di scusses this at length in Penrose 1994. However, this doesn't seem at
all plausible. As pointed out in MDernott 1995, there are several key
problems with this idea. One is that it is possible to show that any
reasoner who clainms its own consistency is not consistent. (This is
poi nted out in Smullyan 1987, two years before the first of Penrose's
books on the subject.) Penrose also seens to think that Al is conmtted
to the idea of building perfect reasoners. This of course is nonsense,
for anong other reasons the "belief inconpleteness" discussed above.
McDernott (1995) al so points out that:

"Digital computers are formal systems, but the formal systems they *are* are almost always
distinct from the formal (or informal) systems that their computations *relate to*"

The above insight allows another approach to the issue of
creativity, discussed previously in this paper. There's a fundanenta
di stinction between the so to speak "behaviour” of a conputer, and any
sort of formal systemthat nay or may not underlie it. For instance,
when | use a computer to conpose nusic, lots of aspects of the
conputer's underlying process are irrelevant; all that matters is a
certain programwith a certain user interface (etc.) is available. This
confusion over the various |levels of description of what a computer is
doi ng has been noted repeatedly by Hofstadter, and nentioned severa
tinmes in this paper. One (nonmathenmatical) exanple of such confusion

over levels is found in Bunge 1985, pg. 268 where Bunge wites:

"To an educated Englishman, the word 'Shakespeare' is likely to evoke a rich and highly
personal cluster of cognitive and affective items; to a computer the same word is just one
more physical process in a chip, perhaps on the same footing as 'William'."

This strikes me as being |ike saying that "brains can't possibly
under stand anyt hi ng, because all understanding in a brain could be is

one nore physical process". One nmust renenber that there is a division
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bet ween what sonething is, and what processes go on in it. This does not
conmit one to idealism because processes are never actually

di senbodi ed; they are still processes of certain things. This is nuch

like the earlier exanple of pressure. Just because pressure applies to
many things, it does not nean that there "pressure" exists

i ndependently, in sone platonic heaven. The notion that words (concepts)
have rich associational structure is not a problemfor conputer

i mpl enentati on. Hofstadter's books (1979, 1981, 1985, 1995) are full of
di scussi ons of such things. Yes, at sone |evel, "Shakespeare" is 'just

inachip. But it is also 'just' in a group of neurons.

Most of the objections to Lucas al so apply to Penrose, but people
recently have focused nore on Penrose's argunent producing some
interesting reactions. One is the point that Al has never really been
about algorithms anyway, and hence the Gbdelian construction does not
apply35. It has been about heuristics, in general. Programm ng conmputers
to performheuristics is that not difficult; after all, MacChess uses
them when it searches to infinite depth and nust deci de when to stop and
nove, or when Bertrand (a synbolic logic progranm "guesses" that an
infinite truth-tree is going to be produced. This is pointed out by

Dennett in Hardesty 1995 as fol |l ows:
"DD: The glaring problem in Penrose is simply that he attacks a doctrine of artificial
intelligence that has never been held by artificial intelligence. For Al, we've always been
looking for so-called heuristic programs for intelligence, and those are simply not covered
by Godel's theorem at all, so the criticism is just irrelevant. And | thought this had been

pretty well realized by everybody in the field for twenty years, but somehow Roger didn't
pick up on it."

The ot her approach (and really a specific case of the previous
one) is concerns randommess. This staes that randonmess can be used as
one of the ingredients in creating novelty. Taner Edis wites about this
(see Edis 1997):

"This something, however, is quite unmystical: a touch of randomness turns out to be all
we need to keep us---and machines, for that matter--- away from rule-bound blind

35 Yes, it is still possible to produce a Godelian construction for the
system produced by the conmputer and the heuristics, however, the point
is that this would be irrelevant to its usage (see MDernott's quote,
above) as a general systemor set of systems. This of course is parallel
to the general "inconpleteness of beliefs" exanples | discussed
previously.
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spots.[56] At first this seems crazy. After all, randomness is the only thing more mindless
than rigid rules. Platonists at heart, we think the essence of Reason is a lawful,
transcendent order. In contrast, randomness is a total lack of pattern, as in a sequence of
coinflips. Such chaos can only corrupt Reason. But if we ignore Plato for a moment, we
will find randomness is rather interesting. A patternless function is maximally
nonalgorithmic. It is a nonalgorithmic function which is meaningless, useless for
everything but keeping us from following preset rules all the time. So if we want a
nonalgorithmic intelligence, distinguished not by a magical knowledge of functions like
Turing's h but by its ability to jump outside of any system of rules, randomness is just what
we need. A nonalgorithmic machine uses randomness as a device to introduce novelty, a
way to break out of ruts.”

Edis' insight can be used in Al by noting that by using a
nonal gorithm c function in a conputer program one can create behavi our
of a conmputer that is nonalgorithm c3% and that creates true novelty.
Nunbo, noted earlier in this paper is an early precursor to this idea.
Together with heuristics, the Gidelian snare can be avoided, at least in
terns of formal mathematics. (The success of other prograns (see
Hof st adt er 1995) using this probabilistic notion suggests that this

techni que applies in other domains.)

Section IV: A Few Positive Argunents For Al:

This section will discuss how it appears the brain appears
conputational in several inportant respects. It will enploy a definition
of a conputer programas well as sone psychol ogi cal and
neur ophysi ol ogi cal consi derations and al so concern the notion of
learning. W will see furthernore that a brute force sort of argunent
al so appears to work to sone degree and will involve the concept of the
Bekenst ei n bound.

Learning can help to provide a positive argunent for Al. Learning
is defined in Myers 1996 (page 195) as:

"A relatively permanent change in an organism's behaviour due to experience."

As we know, the brain of an organi smnust change in order that its
behaviour is able to change. Wen an organismlearns, parts of the brain

transformthensel ves (in ways that are still somewhat poorly understood)

36 After all, the procedures used need not ever termnate. This is the
very nature of heuristics.
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and set up new networks and associ ati ons of neurons. (Bunge (1983a,
1983b) calls this the formation of new psychons. This termis useful - |
will adopt it in the discussion that follows.) Psychons are fornmed (in
part) by interaction with the environnment. Sinmlarly, in a conputer, new
data structures are assenbled partially based on interaction with the
environnent. As these data structures nay contain procedures to do new
t hi ngs, sone sort of learning is possible. Conputerized psychons do not
i nvol ve changes in the hardware (though in principle that could be
done), but rather reorganizations of software. For instance, the
foll owi ng programtakes an input fromthe user and produces a new
function that nultiplies any argunents it receives fromthe user by the
amount that was specified, by the first input. This al so shows that
procedures are data structures - a primtive formof self nodification
and interactive | earning.
: (define multiplier

(lambda ()

(let ((x (read)))
(lambda (n)

¢ n x))))

multiplier

: (define times10 (multiplier))
10 ;i my input!
times10

: (times10 10)
100

There are two | essons to be gleaned fromthis exanple. Firstly,
both conputers and brains | earn by changing the pattern of transitions
bet ween states and by assenbling new structures. It nay be objected that
brains are able to construct new neurons, at least in early chil dhood
and that a conputer cannot construct new hardware for itself. However,
this can be likened to a conputer programwhich hasn't yet filled its
nmenory space with data structures. The other connection between the two
rel ates to "housekeeping”. In order that nenory doesn't get overly
di sorgani zed, it is thought that our brain periodically "cleans house"
a possi bl e reason given for our dreaning. Conputers do sonething
anal ogous when a program perforns what is known as a garbage coll ection

(I am not saying, however, that garbage collections correspond to
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dreans, only that they appear to have simlar uses.) Secondly, with a
realization that all a computer progran37 is a set of regular38
(including stochastic) transitions between states (see Dennett 1987), we
can begin to see the intuition behind the "m nd as conputer progrant

i dea and hence the possibility of conputer programas mnd. Since this

paper is primarily a response to critics, | will leave it at that - in
future, | may devel op the positive account nore. But before | concl ude
the paper, | will discuss one nore positive argunent for Al.

Finally, Frank Tipler in his Physics of Immortality (Tipler 1994)

presents a very strange positive argunent for Al. Wile questioning his
book, | have yet to find a decent counter argument to his, which
concerns phase space and state nmachines. As Tipler rem nds us, phase
space, hence entropy, hence nunber of available distinct states (see
Benson 1991, pg. 425-426) for a systemof radius R and tota
relativistic energy E (i.e., in usual synbols E2::p262+-nﬁc4) is
bounded by the Bekenstein Bound, which is given by the follow ng

expr essi on:

| < 2nER/ (hcin2)

Since the maxi mal information contained in the brainis finite in

this sense, it would be inplenmentable on conventional hardware. (One

37 A conputer programis not a disk or tape, though it may be
instantiated on one. If it were, duplicating the contents could hardly
be unlawful in sonme cases.

38 |f it is argued that the transitions between states of the human
nervous systemis not regular, then ny interlocutor has clained that the
brain violates the principle of |awfulness. As renmarked earlier, this
goes agai nst the basic postulates of scientific and technol ogica
research (Bunge 1977) so | will ignore it.

If it is objected that the current state does not uniquely the
future state with a given input in the nervous system it can be argued
that we don't know this. There are sinply so many possible brain states
and inputs (i.e. environmental stinmuli) that this seens inpossible to
verify, especially considering the brain has el abourate self-nonitoring
syst ens.
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cannot, so to speak, conpress an actual 39 infinite amount of infornation
into a finite space.) Further, since state transitions nmust occur at a
finite speed because of the speed limt of the universe, the speed of
light. The human brain (and every finite subaggregate of the universe as
whol e, for that matter), at the ontologically | owest |evel, appears to
be a finite state machine. If this is the case, a "brute force approach”
to creating an Al, in principle will succeed. It should al so be noted
that due to speed of processing issues, doing this mght also require
simul ati on of an environnent. Wiile this | essens the plausibility of

this method, it does not affect its conceptual possibility.

Section |V: Concl usion

| shall conclude this paper by stating a banal al most truism
then. By buil ding machi nes, we do | earn about ourselves. Construction of
Als is not therefore purely an academ c gane. For instance, we |earn how
we are NOT constructed. Deep Blue plays fantastic chess, but doesn't
think about it. I look forward to the day when Deep Blue version N
refuses to continue playing in disgust, or says to its human opponent
out of the blue (pun intended) "nyah, nyah!"™ That day will not l|ikely
cone innmy lifetine - but that should not stop us from dream ng

bui | di ng, testing and buil di ng again.

39 As we have seen previously, the idea of a potential infinite is
trivial to inplement on a conputer. Even the old BASIC program

"10 PRINT "!" : @GOTO 10" produces a potentially infinite anmount of
output, and furthermore will not be Iimted in its output by the nature
of its software (assunming that the BASIC interpreter isn't inplenented
in a horribly poor fashion).
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