For the SJC








Keith Douglas

Words of Power, Words of Precision

Introduction

Gloria was commenting on my earlier work and remarked that certain people avoid the use of certain words because of their use by people whose goals or means they oppose. For example, some people think that “development” should be avoided because to some at the WTO and WB development it is regarded as meaning “opening boarders to transnational capital and corporations to the detriment of the environment, autonomy of the population, etc.”

These people are right, after a fashion. Words do have power even when just uttered, a belief very old and also fraught with superstition, as in the case of magic and the belief about “true names”. Another ancient recognition of power of words is also somewhat reflected in the Bible with John punning (after a fashion) on the various meanings of logos in Greek
. Today we also recognize that words can be insulting or hurtful: consider any racist, sexist, etc. epithet. So we should choose our words carefully. But how do we do this? I propose to reflect on these matters for this brief note.

I divide the rest of the present work into four parts. In the first, I discuss the everyday practice of checking dictionaries and thesauruses as well as relying on one’s common understanding of an ordinary language. In the second, I discuss what philosophers and logicians call “stipulative definition” and the merits and demerits of this (conceptual) tool. In the third, I discuss axiomatic definitions. This section will be rather technical, but it perhaps might serve to help demystify what (for example) economists do in some work. (The approach is common to all the sciences, though it is seldom done explicitly outside of pure mathematics, physics and economics.) I have also written elsewhere about precision and exact hypotheses. This and the previous section somewhat continue that work. I close with a section about other considerations, such as metaphor, which I have not dealt with in the previous sections.

Dictionaries and Thesauruses, etc.

As users of natural languages such as English, Spanish, French, Mandarin, etc. most humans know how to use thousands of words in their first and in some cases second languages. In many contexts, including writing much of this paper, we can use just the dictionary meaning of a word. Dictionaries report common usage, and are not meant to be prescriptive in the literal sense. Nevertheless, it is good practice, as those of us who are fortunate enough to be able to read have often been taught, to check to see if we are agreeing with this common usage if we are unsure. After all, the primary role of language is communication, and without a shared usage of words this would be impossible.

This much is banal. What is perhaps more important is that dictionaries do not report or do not report with accuracy in many cases, technical meanings of words. This is important, particularly in the social sciences such as economics, where words are used with other meanings than in every day life. Words have no “essential” meaning – the relation between a meaning and the sounds or scribbles on paper that we make is arbitrary. (This is true even in the case of onomatopoeia, as can be seen in its variation across different languages.) So it is very often the case that words get co-opted into different uses, including in technical contexts. Very often this occurs simply by meaning drift; people in different areas or of differing interests use words slightly differently than others and eventually we get what would be a second entry in a dictionary. Similarly, words lose meanings. In The Jew of Malta Marlowe has a character claim there is “no sin but innocence” – this sense of “innocence” has been lost; today we would say there is “no sin but ignorance” to make the same claim.

Dictionaries and every day use also suffer from imprecision. Very often this is acceptable; we all understand most of the time when I say that my uncle Fred is tall. But if we are interested in “improving the quality of life in Banania”, well, what do we mean? What is “quality of life” and what would count as an improvement in it? Notice that we are implicitly making use of another way we introduce words. This is the referition. A definition makes use of other words to characterize the one of interest; a referition “points” to something in the world outside of language. For instance, we might “define” uranium as the element with atomic number 92. But this is not a sign-sign correspondence as dictionary definitions are. (This is true even if we find this fact about uranium in a dictionary.) Instead we have a referition. Referitions are interesting because they (rightly or wrongly) pick out properties of things and not just of words. It is important to realize this as this may make conceptual changes hard to understand otherwise. For example, Dalton thought that water was hydrogen oxide, HO. If he had defined water as hydrogen oxide, it would be impossible to understand how he could be mistaken, and how we later came to believe that water was dihydrogen oxide, H2O. 

So, apart from referitions and ordinary definitions, how else are words introduced? Other ways include stipulative definition and by axiomatic definition. Let us examine each of these in turn.

Stipulative Definitions

A stipulative definition is an introduction of a word or phrase to mean something definite in an explicit way. For example, we can define 1 as the successor of 0, and 2 the successor of 1, and so on. Many technical terms are introduced this way. To understand almost any technical field (even sports!) it is necessary to understand many stipulative definitions. They are important because they call attention to a specific concept or characterization and allow us to distinguish between things or processes or properties that would otherwise have been run together in ordinary language.

However, stipulative definitions also have the disadvantage that they can be “persuasive”. A persuasive definition is one that makes use of the existing meaning of a word to hide or otherwise obscure the stipulation being used
. For example, in neoclassical microeconomics, the word “rational” is often used to mean “self-interested”. Persuasive definitions would not be a problem to a creature immune to emotional appeals, and with a perfect memory. But we are not such creatures; so we have to be on guard to avoid being fooled by these definitions. What is wrong is not that they “use words wrongly” – because stipulative definitions are introduced for the reasons I said, not to conform to ordinary usage. Instead what is wrong is that they make use of the emotional or other factors I mentioned to equivocate in an argument. An argument (in this sense!) is just a series of propositions advanced to support the claim of truth of a proposition. Equivocation is using the same word in two difference senses in an argument in a way that vitiates the conclusion. Consider the following dialogue:

Raven: I don’t like logic. Too much quarrelling and fighting and all that bitterness. 

Robin: What do you mean? 

Raven: Look at that course at CMU. Arguments and Inquiry. No arguments for me, thank you. Too violent.

Robin: That’s not what “argument” means in logic. In logic, an argument is a series of propositions meant to help establish the truth of another.

Raven: Oh, I see. That clears things up for me. I guess arguments aren’t so bad.

In the above dialogue, Raven argues (in the sense of logic!) that she doesn’t like logic because it is too combative. Robin explains to her that she is equivocating on “argument” in order to make her case. In this case, Raven is also unaware that she has made this error; in other cases speakers deliberately equivocate for rhetorical reasons. One should always be careful when reading arguments to look out for persuasive definitions for this reason.

Another reason to be careful with stipulative definitions is that they can introduce vacuous concepts. Consider someone introducing (=df means “equals by definition”, reflecting the fact that definitions are identities):

Gronk =df the greatest prime number.

Since in conventional number theory there is no greatest prime number, this definition introduces an absolutely useless term. “Gronk” cannot be used for anything, except as an example of a word defined in a useless way. 

Another important problem with stipulative definitions (and also with dictionary definitions) is that they are ultimately circular. They must make use of other words, and eventually one runs into a circle (since language is finite: if it were infinite, one could also have an infinite regress) of definitions. In principle (in some vague sense) this problem could be avoided by referitions. This approach has been tried through out the history of philosophy: Plato called for “real definitions” which are really referitions to essential properties of things. The logical empiricists of the early 20th century tried to ground meanings (and knowledge, but that’s another story) on pieces of basic sensory experience. This approach failed too. So how do we avoid infinite loops in our definitions? In every day life this is perhaps acceptable. In more technical contexts, it is not, particularly if we want to be precise about what we mean. This is where the matters discussed in the next section come in.

Axiomatic definitions

Axiomatic definitions (sometimes called implicit definitions) are used in mathematics, physics, and economics and in other fields, though less frequently in the latter cases. Here words are introduced by their context. Much as we may learn some of the vocabulary of a foreign language by observing use in context, axiomatic definitions introduce a context in which words can be interrelated to show how they are used. Here is part of an example taken from what logicians call Peano arithmetic. We want to know what “natural number”, “successor” and “zero” mean. Rather than try to say that a natural number is thus and so, zero is thus and so, and successor is thus and so, we introduce the following postulates
 about those three words:

1. Zero is a natural number.

2. If something is a natural number, then the successor of that something is also a natural number.

3. Every natural number has a successor.

4. If two natural numbers have the same successor they are equal natural numbers.

5. Nothing else but what is characterized by 1-4 is a natural number.

In this case we know in advance what the “objects” referred to by this terminology are supposed to be; in some cases we do not. In the former, we still must be wary to avoid equivocation. For example, we are familiar with adding natural numbers. As it stands now, we cannot add natural numbers given the above characterization: there is no addition in the context specified. We can enlarge the context (or better, describe a similar system with 1-4 above as part of it) and so introduce addition, if we wish. Of course, any system of axiomatic definitions makes use of a vocabulary taken from logic (which is where we learn about “is a”, “if”, “no” and such from the above case); often words in logic are also introduced axiomatically. This should remind us that no axiomatic definition is final in the sense that the vocabulary used is not further characterizable in another context. We cannot avoid starting somewhere. Instead we make the starting point clear. In this case, anyone who has a moderate grasp of the logical vocabulary of English will understand the fragment of Peano arithmetic
.

Another merit is that by introducing terminology in this way it is possible to exactly specify (as much is humanly possible, anyway) the meanings of certain words. Unfortunately, when a context is more interesting, one cannot implicitly or axiomatically define everything either – instead we have to rely on stipulative definitions again. Worse, we must be eternally vigilant that our theory (deductive system of propositions) includes all the features of interest in a given context. Neoclassical economics generally ignores the 3 non-economic components of the BPEC schema I discussed in my earlier work in this series, for example. Of course, we cannot include all the features of any real system in any description or explanation. But this applies however we introduce our terminology. It stands to reason then, at least sometimes, we should be careful about our context and explicitly set it up, as I have done with the tiny fragment of Peano arithmetic above.

This has the advantage that the assumptions for an argument, policy or plan are explicit. Not only may we criticize the merits of such with greater accuracy (we can tell what is being left out) we already have a framework for building on it or replacing parts of it. The tools of logic can then be applied to check for consistency and other desirata as well.

But I have no doubt introduced a “stultifying precision” that the poets and playwrights might deplore. I address their fears and concerns next.

Of Metaphor, etc.

There are of course many other uses of language that do not require precision and careful use of words in the way I have described. Instead poets and others, to be evocative of feeling, to make interesting sound patterns, and for other non-precise reasons, choose different words. This is fine in context and certainly another sort of careful use – we can learn a lot about human nature by reading, or better, watching a performance of, a Shakespeare play. A poem may call forth feeling of indignation, sympathy, compassion or even hatred. Metaphor and other non-literal use of language is part of the human experience. Unfortunately, in some contexts it is less than helpful. Language is, after all, as I said, used for communication too. And so, metaphorical use of language can impede communication. I take it that there are some contexts where impeded communication is a bad thing – the very fact that you are reading this paper suggests that you believe there are some contexts in which communication is good.

 I have no easy suggestions on when one should avoid metaphor because it may impede communication. All I have noticed is that the history of science shows that precise language does allow us to understand the world in certain ways we could never have accomplished if we hadn’t paid attention to our words. Lavoisier begins the first chemistry textbook the world had ever seen (there’s a metaphor!) by discussing how important it is to have a good vocabulary for naming things. So perhaps we should call to action by poetry and song, and delve into the depths, discover using our precise language, and then later sing of what we have discovered to celebrate it. This does have precedent! Lucretius’ famous poem, The Nature of Things was a celebration of the natural philosophy and metaphysics of Epicurus. Carl Sagan’s TV series, Cosmos, is arguably a similar creation from nearer our present day. Words, even when precise and with other qualities, still do have power. Being careful with them does not remove that, just render it more controllable or at least more apparent so we can be wary, and use them well.

� Logos is translated as “word” in most translations of John’s gospel in English. Unfortunately, this somewhat loses what I have called the pun. Logos also means something like “rational principle of the universe” and was used that way in Greek philosophy, so the pun is between the speaking of the universe into existence of Genesis and the other meaning of logos from philosophy. I haven’t gotten around to discussing this matter with any Biblical scholars, so the idea is my own half-baked one at the moment.


� Incidentally, that is a stipulative definition!


� Note to purists: I have only mentioned the first four postulates to simplify the presentation, and left out the induction axiom.


� Many of these logical terms have canonical symbols, so I could have written the axioms using those. In that case, I would probably lose most of my English-only readers, but curiously enough opened at least that part of my article to people from around the world who have studied logic, regardless of natural language.





